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In most social science disciplines, quantitative researchers will work with survey
research to develop, build or test theories. In order for such survey research to be as
rigorous as possible, it is important that we conduct robustness checks on our
results in order to assess the validity of our theoretical claims. Therefore, this guide
(the second in a series of 3) focuses on principal components analysis with
questionnaire items.

In this guide, you will be given a simple contextual description of principal
components analysis and when/why it should be used, as well as an example worked
through in Rstudio. This guide assumes a basic competency in R from the start - for
example users should already be comfortable with assigning and calling objects.

The example used in this guide is based on a dataset of people’s Basic Human
Values. Basic values are a personality characteristic that can be measured by
psychometric surveys. In this instance, a 20 item questionnaire was administered to
107 people, with two items each tapping one of the ten basic values in the theory.
These ten values can be clustered further into 4 higher order values. This guide will
use principal components analysis to assess the reliability of the questionnaire items
used to test this theory.
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Principal Components Analysis

What is it and when to use it?

Principal component analysis (PCA) is a method of data reduction or compression that is
used to turn a conceivably large dataset of (potentially) correlated variables (or questionnaire
items) into a smaller number of uncorrelated variables known as principal components.

PCA is performed on a square symmetric matrix. This can be a SSCP matrix (pure sums of
squares and cross products), Covariance matrix (scaled sums of squares and cross
products), or Correlation matrix (sums of squares and cross products from standardized
data). You should only use a correlation matrix if the variances differ substantially across
indiviudal items or they are measured in different units.

PCA will reduce the dataset to a series of principal components. The first principal
component accounts for as much variabality in the data as possible, and each successive
component accounts for as much of the remaining variability as possible. You should use
PCA to determine the fewest possible dimensions you can statistically use in further analysis
of your data.

Example:

Start by setting your working directory and reading the data file containing your
questionnaire responses. You can conduct PCA using the “psych” package.

It is likely that your survey contains a lot more items than you need for this analysis (i.e.
socio-demographic data or another item battery). For example, in my dataset I have 165
variables but for the purpose of the current test, I am only interested in the 20 questions
related to respondents’ basic values. Therefore, you need to isolate these data as a new
matrix in your global environment (top right panel in Rstudio).

I am going to organise my survey battery for basic values into a new matrix (x) using the
cbind function. Once you have created this, you can use the summary() function to check the
descriptive statistics for each item. You can also use the cor() function check the inter-item
correlations before you conduct PCA. Your correlations should be higher between items that
you think tap the same latent (unobservable) constructs. If you have any missing values in
your dataset, remember to remove these beforehand or use the na.omit() function to tell R
that they should be ignored.



Once you’ve re-organised your data, you are ready to conduct PCA. You can do this using
the ‘princomp’ function in R. Remember to omit any missing values in your dataset. Here I
have used ‘scores = TRUE’ to tell R that the score on each principal component should be
calculated. The ‘cor’ argument is used to indicate whether the calculation should use the
correlation matrix or the covariance matrix. Once you have executed the command, your
can use the summary() and loadings() commands to check your results.
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You should obtain as many principal components as you had columns in your data matrix.
Each component explains a percentage of the variation in the dataset. For example, in this
dataset we can see that the first component exaplins 26% of the total variance, which
means that roughly a quarter of the information in the dataset (20 variables) can be
contained by that one principal component. Comp.2 and Comp.3 account for a further 15%
and 10% of the remaining variance respectively, meaning that the first three components
contain roughly 50% of the information in the entire set of variables. Your second set of
outputs, produced by the loadings() command, shows you the correlation coefficients
between the variables (rows) and factors (columns).

Visualising PCA

Your next step is to plot the results of your PCA. The best place to start is with a screeplot. A
Scree Plot is a simple line segment plot that shows the fraction of total variance in the data
as explained or represented by each component.



If you want to explore your results in more detail, you can use a biplot. A biplot is a type of
plot that will allow you to visualize how the sample (participants in this case) relate to one
another in our PCA and will reveal how each variable (questionnaire items in this case)
contributes to each principal component. You can do this simply using the biplot() function.

BIPLOT of Questionnaire Items on Basic Human Values (n – 107)
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The axes in the biplot orginate from the center point and the arrows show the ways in
which each variable (questionnaire item in this instance) contribute to the first two
principal components. In this example you can see that variables TRAD1, TRAD2, CONF1,
CONF2, SEC1 AND SEC2 all contribute to component 2, with participants (represented as
numbers on the biplot) who scored highly for these variables moving to the top on this
plot. Given that all of these questionnaire items are theoretically supposed to measure
the underlying value Conservation, this biplot suggests that this might be the case. If you
are working with anonymous data, then it is best to keep your rownames as numbers for
the purpose of reporting these analyses in your written work.
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