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Several statistical techniques require data assumptions to hold, the most common assumption failures are on 

normality, linearity and homocedasticity (constant variance).  If the data is not normally distributed then non-

parametric methods, generalized linear models (Poisson, exponential, binomial...) or other methods could be used. 

Another option, however, is to investigate whether data transformations can normalize, linearize the data or 

improve the homoceasticity.  The most commonly used are the logarithm (Econometrics), the square root and the 

inverse function (Chemistry, Biology). 

Data  Transformation 
 

  

 
(positively skewed data) 

 
(negatively skewed data) 

 

Square root 
To reduce the curvature:  square/cube one variable or 
take the square root (variance proportional to mean, 

used for count data) 
 

Slight /moderate positive (right) skewness: use square 
root 

√𝑦,    y≥0 

 
Slight /moderate negative(left) skewness: use square 
root 

√(𝑘 − 𝑦) 
  
 

 

Inverse/Reciprocal 
use for high skewness (variance proportional to mean4) 
 

1

𝑦
   or  

1

𝑥
   , y≠0 or  x ≠0 

If negative  skew 
1

𝑘−𝑦
    

  

 
 

 

 
Group standard deviation increases with mean 

Logarithmic  
use logs for substantial skewness (variance proportional 
to mean2) 
 

ln(𝑦)   or   log10(𝑦)      , y>0 
 

Using log will make the data less skewed, make the 
variances more homogeneous and linearise the data! 
If negative skew 
 

log⁡(𝑘 − 𝑦)       
  

 

Logarithmic  
can also be applied to the explanatory variables 
 

log⁡(𝑥)       

  
Where k is a constant from which each score is subtracted so that smallest score is 1 (usually largest score +1) 
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Logarithm  

The natural log transformation seems to be used extensively in Financial and Medical data. 

Mean: The ‘anti-log’ of the mean is the geometric mean. 

Standard deviation: cannot be back-transformed. 

CI: need to be calculated in transform data and then ‘anti-logged’. This will be the CI for the geometric mean 

Regression: the coefficients and CIs are ‘anti-logged’; the interpretation is that y changes by 100(𝑒𝛽𝑖 − 1)% for 1 

unit increase of xi when the other independent variables remain constant. 

Correlation: do not ‘anti-log’ 

 

Reciprocal 

Mean: The back-transformation is the harmonic mean 

Standard deviation: cannot be back-transformed 

CI: cannot be back-transformed 

 

Square Root 

Mean: can be back-transformed  

Standard deviation: cannot be back-transformed 

CI: can be back-transformed 

 

Other transformations 

- Box-Cox transformation (power transformation): 

𝑦∗ = {
(𝑦𝜆 − 1)

𝜆
⁡𝜆 ≠ 0⁡⁡⁡

ln(𝑦) ⁡⁡⁡𝜆 = 0

 

These include most of the traditional transformations, e.g. 𝜆 =
1

2
 is the square root, etc.  These transformations are 

not always implemented in packages, but  𝜆⁡ can be estimated with the aid of a Box-Cox normal probability plots and 

by computing correlation coefficients. 

- Arcsine transformation: this transformation is used for proportions    𝑎𝑟𝑐𝑠𝑖𝑛⁡(√𝑝) 

 

Dealing with zeros 

If the data has zeros the logarithmic function cannot be used, an option is to replace zero with a small value (e.g. 1 or 

half of the smallest observed value or a small values that when added to the lowest observation is 1).   This value can 

either be added to the zeros or to the whole data set.  
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