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In this talk …

• I look at the idea of Responsible AI and how it might apply to learning

• The basic themes I consider are protecting the basic aims of 
education and preventing downstream harms

• I look briefly at how these might apply to five issues about AI and 
learning



What is responsible AI? 

1. Responsibilities (obligations)

2. Holding to account/sanctioning

3. Responsible usage/approach

• How to give content to these themes in the context of university 
education?



Responsible AI in education

• What are the responsibilities of students, teachers and policymakers 
in relation to AI?

• To what extent is it important to be able to hold the relevant parties 
to account regarding their (mis-)use of AI?

• What is responsible usage of AI in university education?



Responsible usage/approach – by whom?

• Students

• Teachers

• Legislators/policy makers



Responsible usage/approach – why?

• Given the basic point or aims of (university) education, is some AI 
good and some bad?

• I.e., some AI usage is beneficial to those aims and some detrimental? 

• N.B., there are different understandings of ‘the basic point of 
education’ from narrower, professional skills-based models, to 
broader, humanistic self-development models

• Can AI produce downstream harms that we should take steps to 
avoid?

• If it’s not all beneficial, in what ways would it be desirable for AI usage 
to be constrained, and how could we do that?



Fair opportunities for achievement

• In part, education is about giving students genuine and fair opportunities 
for the development and testing of skills 

• So, we need an environment that does not privilege already advantaged 
students

• And that makes it possible to distinguish a student who has those skills 
from one who does not. 

• So, we need fair access to technology

• And we need to be able to distinguish plagiarism from independent work. 
But can we?

• (Which skills? AI skills? Interesting, but discipline-based skills are not going 
to be fully replaced by AI skills) 



Plagiarism

• Does it matter if we can’t detect plagiarism? 

• It has never been possible comprehensively to pick up on use of e.g. 
essay mills. 

• What do we do? Ask students to sign a declaration. 

• Is that pointless? 

• Not necessarily: expressive; transfers responsibility to student; may 
have some deterrent effect.



The conversational model of academic 
inquiry
• One way of seeing university education is as bringing students into an 

ongoing conversation that takes place in academic disciplines

• But we need to keep up the quality of the conversation

• Some usage of AI would threaten the possibility of innovation – it may 
lead to the endless recycling of the conversation

• Reproducing biases that lead to social injustice



Unintended but foreseeable harms

• Sometimes unconstrained use of available resources is fine – the 
happy libertarian

• But not always

• Others have claims – e.g. water supply – downstream harms and 
finite resources

• Environmental impact/sustainability of AI technologies

• Reinforcement of injustices that are legacy of colonialism



Human interaction

• In very basic ways, we prize interactions in which one person pays 
attention to another 

• Recognition or mutual recognition

• Education as we understand it is not just a process of filling people 
with information and skills

• It is also a human interaction, and may owe some of its value and 
effectiveness to that

• How to retain the human-interactive aspect of education given the 
increasing reliance on AI?



AI & Learning
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Which are the most critical ethical aspects of AI in learning?

What are the counterbalancing ethical benefits?

What is responsible AI in learning?



De-skilling

Accountability

Refusal

What is it that is being automated and datafied?  

How can society and how can individuals retain control?

What mechanisms for refusal are there and which ones do we need?  



High-reach AI & function creep

Söderlund, K.et al (2024). Regulating high-reach AI: 
On transparency directions in the Digital Services 
Act. Internet Policy Review, 13(1). 
https://doi.org/10.14763/2024.1.1746





• https://www.microsoft.com/en-us/bing?ep=0&form=MA13LV&es=31
• https://blog.google/products/search/generative-ai-google-search-may-2024/



• https://www.microsoft.com/en-us/bing?ep=0&form=MA13LV&es=31
• https://blog.google/products/search/ai-overviews-update-may-2024

https://www.microsoft.com/en-us/bing?ep=0&form=MA13LV&es=31
https://blog.google/products/search/ai-overviews-update-may-2024


Questions:

• What are the skills that are being 
datafied/automated (AI) and how do we retain 
control?  

• How can we prepare students for decisions on how, 
but also whether or not AI (and other types of 
datafication) is appropriate – for themselves, and 
for society/specific communities?

• How can responsibility be tied to accountability? 
Does a discussion on ethics suffice to ensure 
responsibility at the right level? 
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